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v'Discrete Case: If X and Y are two discrete random variables, we
define the joint probability function of X and Y by

PX=x.Y=y) =fxy) |

1. f(x,yv) =0
2. 2 2 fey) = |1
x ¥

v Suppose that X can assume any one of m values x1, x2, . . . , Xmand Y
can assume any one of n values yi, y2, . . . , yn. Then the probability of
the event that X = x; and Y = y« is given by

Where

PX = x;. Y =y = f(x;. v) ‘

v' A joint probability function for X and Y can be represented by a joint

probability table
v'The probability that X =x; is obtained by adding all entries in the row

corresponding to x; and is given by

n
PX = x) = fi(x) = > f (X5 Vi) ‘
k=1
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Y
) ) 7 Totals
Y N AL Va otals
X S v S, vy) S v,) filxy)
X, J(x3 p) J(x3 ¥,) J(x ¥, fi(x)
X f -(Xm' .\‘l ) f -('\‘m' \2) f (-\‘m‘ .\(ir) f ] ("rm)
Totals — L) fr(v,) (v, 1 < Grand Total

v’ Similarly the probability that ¥ = yx is obtained by adding all entries
in the column corresponding to yx and is given by

Fr

P(Y = v = L(yve) = th(’r_,r"- Vi)
=

j_

v We often refer to fi(x;) and f2(yx) [or simply fi(x) and f2(y) ]as the
marginal probability functions of X and Y, respectively

v It should also be noted that
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D2hH) =1 2 fH0p =1
k=1

j=1

Which can be written

v'This is simply the statement that the total probability of all entries is
1. The joint distribution function of X and Y is defined by

‘Fu‘. W=PX=xY=y) = > > fuv)

UH=X V=Y

In Table, F(x, y) is the sum of all entries for which x; < xand yx < y.

v Continuous Case: the joint probability function for the random
variables X and Y (or, as it is more commonly called, the joint density
function of X and Y) is defined by

L /) = 0
2.J' J Flo y)dedy = 1

20 — 00
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v’ Graphically z =f (x, y) represents a surface, called the probability
surface

v The probability that X lies between a and b while Y lies between ¢
and d is given graphically by the shaded volume of Fig. and

mathematically by

T
Pa<X<b c<Y<d)= J J f(x, v)dxdy

x=aly=c

| c
/ y
a - e

b (

X

v The joint distribution function of X and Yin this case is defined by

Fix,y) =PX=xY=y) = ‘ J f(u, v)dudv

= —x

" V=—5
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v It follows in analogy that

PF
axay %Y

i.e., the density function is obtained by differentiating the
distribution function with respect to x and y.

v'The marginal distribution functions, or simply the distribution
functions, of X and Y, respectively

s

P(X = x) = Fi(x) = J J(u, v)ydudv

J = —oC

- v

P(Y = v) = Fy(y) = I JS(u, v)ydudv
Ju=—o =

P = —oC

The derivatives of the above equations with respect to x and y are then
called the marginal density functions, or simply the density functions,
of X and Y and are given by

s

fi(x) = J flx, v)dv Hy) = J f(u.v)du

v= U= —x
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Independent Random Variables
v Suppose that X and Y are discrete random variables. If the events
X =x and Y =y are independent events for all x and y, then we say
that X and Y are independent random variables. In such case,

| Px =2y =y =Px=npPr=y]

Or
[ = rono) |

o The joint probability function f (x, y) can be expressed as the
product of a function of x alone and a function of y alone, X and
Y are independent.
v'If X and Y are continuous random variables, we say that they are
independent random variables if the events X <x and Y <y are
independent events for all x and y. In such case we can write

Or
|F(-‘5~. V) = Fl(i')Fz(T)l
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v ' Where Fi(x) and F2(y) are the marginal distribution functions of X
and Y, respectively. If, however, F(x, y) cannot be so expressed as a
product, then X and Y are dependent.

Conditional Distributions
v We already know that if P(4) > 0,

P(AMB)

P(B|A) = P

v'If X and Y are discrete random variables and we have the events (A:
X =x), (B: Y =y), then above equation becomes

f(x.y)
J1(x)

Where f (x, y) =P(X = x, Y =y) is the joint probability function and

f1 (x) is the marginal probability function for X. We define

Fx.y)
J1(x)

and call it the conditional probability function of Y given X.
v’ Similarly, the conditional probability function of X given Yis

P(YZ}'|X= X) =

vl =
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fx,y)
(¥

flely) =

v'These ideas are easily extended to the case where X, Y continuous
random variables are. For example, the conditional density function
of Y given X is

fx,y)
fi(x)

f(y]x) =

Examples
v'Example 1: The joint probability function of two discrete random
variables X and Yis given by f(x,y) = ¢(2x + y), where x and y can
assume all integers suchthat 0 < x< 2, 0 <y < 3,and f (x,y) =
0 otherwise.
a) Find the value of the constant c.

b) Find P(X =2,V = 1).
¢) FindP(X > 1,Y < 2).
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o Solution
a) The sample points (x, y) for which probabilities are different from

zero are indicated in Fig. The probabilities associated with these
points, given by c(2x + y), are shown in Table. Since the grand total,

1
42c, must equal 1, we have ¢ = 22
: Totals
X Y 0 1 2 3 O‘LV"
0 0 C 2c 3¢ 6c 4
| 2c 3c 4c 5c 14¢ ) ° °
2 4c Sc 6c Tc 22¢ 1 ° °
Totals — 6¢ 9¢ 12¢ 15¢ 42¢ of i b
b) From Table
PX=2Y=1 = 5 +
i 42

c) From Table
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PX=1Y=2) = > >fx)

x=1y=2

= (2¢ + 3¢ + 4¢)(de + 5¢ + 60)

=2c ===

v'Example 2: Find the marginal probability functions (a) of X and
(b) of Yior the random variables of example 1.

o Solution
a) The marginal probability function for X is given by

P(X = x) = f1(x) and can be obtained from the margin totals in
the right-hand column of the table.

6c = 1/7 x = 0
P(X = x) = fi(x) = 14c = 1/3 x =1
22¢c = 11/21 x = 2
. 1 1 11
Check: 7 + 3 + 1 1

b)The marginal probability function for Y is given by
P(Y = y) = f,(y) and can be obtained from the margin totals
in the last row of the table.
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=

Check: 1 + = +

2
14 7

PY = y) = fa(y) = 3

5 _
+ =

\

6¢
Oc
12¢

15¢

= 1/7
3/14
2/7
= 5/14

- e e e
|

= 0

v'Example 3: Show that the random variables X and Y of example 1
are dependent.

o Solution

If the random variables X and Y are independent, then
PX=xY=y)= PX=x)P(Y = y)
But, as seen from example 1 and example 2

PX =2Y=1) == PX = 2) =

i

[

|
|

-2

42

3

PlY =1) = 2

So that
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The result also follows from the fact that the joint probability function
(2x +vy) /42 cannot be expressed as a function of x alone times a

function of y alone.
Example 4: The joint density function of two continuous random
variables X and Y'is

¢ {czry D<x<41<y<5s
X, V) =
) 0 otherwise

a) Find the value of the constant c.
b) FindP(1< X < 2, 2 <Y <3).
c) Find P(X =3,Y < 2).
o Solution
a) We must have the total probability equal to 1, i.e.,

J J flx, v)dxdy = 1

Using the definition of f (x, y), the integral has the value
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4 5 4 5
J J cxydxdy = c.‘J ‘ xydy |dx
x=0Jyv=1 x=0|_ Jy=1

4 x? )3 ; J 4 25x X /
= dx = c — = |dx
"4 4
= ¢ 12xdx = c(6x?) = 96¢
o, _X:O x:O

‘ Then 96¢ = 1 and ¢ = 1/96. ‘

(b) Using the value of ¢ found in (a), we have

23 xy
Pl <X <22 <Y <3) = l ‘ %dxc‘!}‘

L2
- %_‘A’:l

3 N 12 02
}!:2,1_\(3\ dx = g¢ 2

:LI"Z S g0 — S (22|
9% ., 27 192 \ 2

3

_‘::2

dx
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PX=3,Y=2

[
——dxdy
x=3 \—196

"4 2
= L‘ vvdy |dx = l
9 | =3 Jy=1 ~ |~ 96

J:l
x=3

xy?

2

2

y=1

dx

v'Example 5: Find the marginal distribution functions (a) of X and
(b) of Yior example 4.

o Solution
a)

F(x)

ZP(XE_!{)ZJ J

Ju, v)dudv

= ) —(z’u(!’v
Ju—o v=190

2

. Xz
uvc!v:| du 16

sl L[
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I Forx =4, Fi(x) = l:forx <0, Fi(x) = 0. Thus I

0 x <0
Fx) = {216 0=x<4
I x =4

b) The marginal distribution function for Yif1 <y <51is

Fv)=P(Y=y) = | J f(u, v)dudv

J v=1
B ) JF 1Y dudy = |
Ju=0J)v=190 24

I Fory =), F(y) = 1. Fory < 1, F,(y) = 0. Thus;l

0 vy <
F(v)y =90 — 1)/24 1=y<5
| y =5
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v'Example 6: Find (a) f(y|2), (b) P(Y = 1|X = 2) for the distribution of
example 1

o Solution: Using the result in example 1 and example 2, we have:

(a)
flx,¥y) (2x + y)/42
(vix) = = -
o] Ji(x) J1(x)
so that with x = 2
i 4+yv)/42 4 + vy
O == ="
I P)'—l|\"’—'l|’"5
(b) (Y=1Xx=2)=jf(1|2) =

v'Example 7: If X and Y have the joint density function

fey) = {j +xy 0<x<l,0<y<]
T 0 otherwise

Find (a) f(¥]x), (b) P(Y > 3|5 < X <+ dx)
o Solution:
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(a) For 0O < x <1,

f( ) 73 B 0 < < ]
X,V v

[ Nx) = = + 2x -

and f(_\ ‘-\) fl(-"')

3
0 other y

For other values of x, f( v|x) is not defined.

. _J' 3+ 2y 9

+ dx) = [ H)f(__\‘\%)d_\‘ = U

J1)

| =

(b) PY > 3|3 < X <

Vector Random Variables

v Let X and Y denote two random variables defined on a sample space
S, where specific values of X and Y are denoted by x and y. Then any
ordered pair of numbers (x, y) may be considered a random point
in xy plane. The point may be taken a specific value of a vector
random variable.

v'The plane of all points (x, y) in the ranges of X and Y may be
considered a new sample space called a joint sample space 5;j.
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S

- ® (X(53) Y(s5,))

Fm‘tn)n X

v'As in the case of one random variable, let us define events A and B
by

A=4{X = x} and B ={Y =y}

v'The event ANB defined on S corresponds to the joint event {X< x and
Y < y} defined on §;.

Dr. Qadri Hamarsheh Probability & Random Variables 19



Joint Distribution and its Properties
v ' The probabilities of the two events A={X = x} and B={Y = vy} have
distribution functions:

oo =r{x=x} and FOoH)=r{¥=yj

v We define the probability of the joint event {¥X< x and Y = v} by a
joint probability distribution function

Fo,(x,)=PX<x Y=<y} ‘

v It should be clear that

P{X <x,Y<y}=P(ANB)

v Example: Assume that the joint sample space S; has only three
possible elements (1,1), (2,1), and (3,3). The probabilities of these
elements are to be P(1,1)=0.2, P(2,1)=0.3, and P(3,3)=0.5

o The distribution function:

I 5-(x, vy =0 22s(x —1)zse (v — 1)) +- 0O _ 3Bzsr(x — 2Dzs(CHr — 1)
+— O _Szse(x — 3B)zs (v — 3)
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Fyx, y(x. )

v Joint Distribution for Discrete Random Variables:
o The joint distribution function of discrete random variables X and
Y is given by:

N M

Fyy(x,yv)= Zzp(xw.‘)y;n)u(x_xn)Ll(y_y;n)

=1 m=1

o Example:

vy (X, V) =02u(x—Du(y —1)+03u(x—2)u(y —1)
+ 0. 5u(x—3)u(y —3)
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v Properties of the Joint Distribution:
L. F)f,y (—OO’—OO) =0, EX’,Y (—oo, J/) =0, EX’,}"(X_-;_OO) =0
2. Iy (o0,0)=1

3. 0=/, (x, =1
4. I (x,»)1s a nondecreas mg finction
5. Pix, < X <x,,y,<Y=y,}=
Py 5y (X5, ) + By 5 (X, 1))
— Iy y (X, ) = Py y (X, 05)
6. I'y,(x,0)=7I(x) and Iy, (0,3)=71,(»)

v'"Marginal Distribution Functions:
o Property 6 above states that the marginal distribution functions
obtained by

[r(0)=Fyy(x,0) and [ (»)=Fyp(0,) |
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o Example:

+ O0.5u(x—3u(y —3)

the marginal distribution functions:

Fo(x)=02u(x—1)+03u(x—2)+ 0.52(x —3) |

Fi-(»)=02u(y—D+03u(y —1)+0.5u(y —3) ‘_
=05u(y—1D)+0.5%(yv—3)

v 5 (x, ) =02u(x—Du(y —1)+03u(x —2)uu(y —1)

Joint Density and its Properties

v'The joint probability density is defined by the second derivative

of the joint distribution function:

azFX,Y (x') y)
XAy

v’ Joint Density for Discrete Random Variables: The joint density

function of discrete random variables X and Y is given by:

Fer (.30 =35 P(x,.3,) S(x— x5 — 3,,)

=1 m=1
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o Example: Assume that the joint sample space S5 has only three
possible elements (1,1), (2,1), and (3,3). The probabilities of
these elements are to be P(1,1)=0.2, P(2,1)=0.3, and P(3,3)=0.5

" The density function:
Jry(x,3)=020(x—-1Do(y -1 +0.35(x—=2)0(y—1)

+0.50(x—3)0(y—23)
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v Properties of the Joint Density:

1.

2.

Sy (Xx.)=0

J.J.f_x y (X, y)dxdy =1

. Iy v (x, ) = J. J..fX y (&1.E:))d S, d S,

Iy (x) = j; j;jX y (S-S Ssd s Marginal
*}’ : ) Distribution

Fron = [ [ for (&L EDdEdE, Fanetions

Va2 X

Pi{x, < X < x,, y1<Y<y7}—Hfm(x Vydxdy

M

S = [ Fry Gooydely

—> Marginal Density
Functions

£ D= [ Sy (xaa)x

Dr. Qadri Hamarsheh
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v'Marginal Density Functions:
o Property 6 above states that the marginal distribution functions
obtained by

dFX’ (x) aIld g/;’ (y) — dFY (y)

Far ()= dx dy

o Example:
- 5-(x, v) =022 (x — Desr (v — 1) + 0. 3Bzse(x —2)2s(Cyv — 1)
+— O . 52/(x —3)Dzs( v —3)

* the marginal density functions:

(X)) = 026(x —1)4+-0.35(x—2)+-0.55(x —3)

JI3(»v) = 0.2(Cyvy —1) +0.3Cy — 1) +0.55Cyv —3)
= 0.5 (yv — 1)+ 0.5Cyv —3)

o Example: Find the value of b so that the following function is a
valid joint density function

ey [PeTCOSG) 0 =x=2 and 0=y =7/2
7 j 1 0 all other x and v
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= Solution:

/2

FJ/‘Z j‘ He T cos(yvIdxdy — bj‘ e Tdx J‘ cosCy Iy
O O © ©

= H~(1 — e - > =1
rF2er2

b:

1 — e =

o Example: Find the marginal density functions when the joint
density function is given by

—x(v+1)

fz’,}'(xay):xe 2z (x)u(y)

= Solution:

T x (X)) = jxe_x(y+l)u(x)dy = xe_xu(x)j e dy
o (8]

= xe u(x)1/x) = e T (x)
crrrcd

1

T () = (y+1)2

xe TV (v))dx =

z1( )
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Statistical Independence
v'The two random variables X and Y are called statistically
independent if

|77c s (von = e o OO |

Or
| Fiv 3 (X 3D = Fo (XD F53- (3D |

o Example: For previous example

Foy (X2 = xe =03 ( 1)
fo() =eulx)  and £ (2) = ————u(3)
(yv+1)
= Solution:
oS (O = ————21(x)2(3) = [y (X, 2)
(yv—+1)

Therefore, the random variables X and Y are not independent.

Dr. Qadri Hamarsheh Probability & Random Variables 28



o Example: The joint density of two random variables X and Y is

1 e 5/ D—(/3)

12

[y (X, V)= u(x)u(y)

Determine if X and Y are independent.
= Solution:

fv(x)= I(l/ 12)e ™ e “u(x)dy = Ze_"“ 4u(x)
0

o0 y a 1 A
fr (1) = [ (1/12)e e Pu(y)dx = 3¢ W)
0

fj((xlfy(y) :JFX,Y(xay)

Therefore, the random variables X and Y are independent.
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Distribution and Density of a Sum of Random Variables
v'If W be a random variable equal to the sum of two independent
random variables X and Y:
W=X+Y
Then the density function of W is the convolution of their density
functions

Fir G = [ £ (3D Fyv (v — 1) = £y (5 * £y (3

o Example: Find the density of W = X + Y where

Fr ()

Fr G0 =—[u(x) —u(x—a)]

- 1 Q - ‘
f}'(y)zz[ﬂ(y)—u(y—b)] . (a)
with O<a<b l
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= Solution:

Fr(w)

Fir () = [ v (3D Sy (v — 2Dy

Central Limit Theorem
v'The central limit theorem says that the probability distribution
function of the sum of a large number of random variables

approaches a Gaussian distribution
o Example:

I - (XD = i [?f(vl’) — 2z s — c.z)]
P

/3 € — 2 [20Ca> — 2sCa — 2> ]
L 4
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Examples
o Example: If the joint probability density of X and Y is given by

x+yv forO<x<1,0<y<l
0 elsewhere

flx,y) = {

Find the joint distribution function of these two random
variables.
= Solution
%k If either x<0 or y<0, it follows immediately that F(x, y) =0
% For 0<x<1 and 0<y<I1 (Region I of Figure), we get

Yy px 1
F(x,y) = f f (s+t)dsdt = =xy(x+y)
0 Jo 2

%k For x>1 and 0<y<1 (Region II of Figure), we get

vy pl
: I
F(x,y) =[ f (s+0)dsdi==y(y+1)
0 Jo 2
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I

= I-------b-----l

Figure: Diagram for Example

% For 0<x<1 and y>1 (Region III of Figure), we get

| X 1
F(x,v) = f f (s+0dsdt = gx(x+ 1)
0o Jo 2

sk for x>1 and y>1 (Region IV of Figure), we get

0

1 pl
F(x,y) :] f (s+t)dsdt =1
0 Jo

xy(x—+y)

M| =

Dr. Qadri Hamarsheh

F(x,y) = v(v+1)

M|~

x(x+ 1

M| —

[

forx=0o0ry=0

for0<x<1.0<y <1
forx=1.0<y<1

for0=x<=1,v=1

forx=1,y=1

Probability & Random Variables
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o Example: Given the joint probability density

2
—(x+2y) forO<x<1,0<y<l
.f{,{"}.’} = 9 >

0 elsewhere

Find the marginal densities of X and Y.
= Solution

oo l
2
g(x) = f fx,y)dy = f —(x4+2y)dy = - (x+1)
—00 n 2

S|

for 0<x<1 and g(x) = 0 elsewhere

o0 |
2 1
fi(y) = f f(x,y)dx = f i(x +2y)dx = —(1+4y)
( 2

—x0 -

for 0<y<1 and h(y) = 0 elsewhere.
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o Example: Given the joint probability table, find the conditional
distribution of X given Y = 1

2
O 1 2
- 1 1 1
O — — —_—
© 3 12
2 1
)" 1 — —
= &1
1
2 -
36

= Solution

X 2
O 1 2 O 4
FOI) = 2 = 2
ol £ L L | _Z 7 7
6 3 12 12 18
1 g l i L
! 9 6 18 1
a 3
1 1 - 6 _ =
> | 36 e s =7 =3
36 36 s
S5 1 ES __f.;2|1}:—2 = O
12 2 12 S
18
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